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Unsupervised	Representation	Learning



What	is	Self-Supervised	Learning	(SSL)?

Self-Supervised Learning

Annotation	free To	learn
something	new

unlabeled data

CNN

target task data

CNN

target task

initialize

self-supervised proxy task

(step 1)

(step 2)Does	image	in-
painting	belong	
to	self-supervised	
learning?

A	typical	pipeline



Self-Supervised	Proxy/Pretext	Tasks

Image	Colorization Solving	Jigsaw	Puzzles Image	In-painting

Rotation	Prediction

Motion	prediction Moving	foreground	segmentation

90° 270°

Motion	propagation

Instance	Discrimination Counting



Essence:	1.	Prior

Low-entropy	
priors	are	more	
predictable.

Image	Colorization

Motion	propagationMotion	prediction

Rotation	Prediction

• Appearance	prior • Physics	prior

• Motion	 tendency	prior • Kinematics	prior

Image	In-painting

(Fine-tuned	for	seg:	39.7% mIoU) (Fine-tuned	for	seg:	44.5% mIoU)

90° 270°



Essence:	2.	Coherence

Temporal	order	verification

• Spatial	coherence • Temporal	coherence

Solving	 Jigsaw	Puzzles

Correct	order

Wrong	order



Essence:	3.	Structure	of	Data

Pull	together Pull	togetherPush	apart

Intra-image
Transform

Image	i Image	j

Instance	Discrimination
(Contrastive	Learning)
• NIPD
• CPC
• MoCo
• SimCLR
• …

Intra-image
Transform



Typical	Contrastive-Based	SSL



Typical	Contrastive-Based	SSL



Essence:	3.	Structure	of	Data

Optimal	solution	(suppose) Optimal	solution	(actual)

Color:	category
Number:	image	index

Both	are	optimal	for	Instance	
Discrimination.	Why	does	the	
final	optimized	 feature	space	
look	like	the	second	case?



open-mmlab/OpenSelfSup
• High-efficiency

ØDistributed	&	Mixed	Precision	Training

• Integrity	and	Extensibility
ØAll	methods	in	one	framework

• Fair	Comparisons
ØStandardized	benchmarks

Relative	Location Rotation	Prediction Deep	Clustering NPID

ODC MoCo SimCLR BYOL

Linear
classification

Semi-supervised
classification

SVM	&
Low-shot SVM

Object
detection



OpenSelfSup:	Architecture

ß training	scripts

ß benchmark	scripts
openselfsup/



OpenSelfSup:	Architecture

model

dataset
data_source

pipeline

backbone

neck

head

sampler

hook

optimizerrunner

dataloader

runner

memory	bank



Distributed	Collect

collect

extractor

validate_hook

test

features

loss	&	accuracy

results



OpenSelfSup:	Scripts
• Train

work_dirs/selfsup/moco/r50_v2/:	 				*.log.json train_*.log					epoch_*.pth tf_logs/events.*



OpenSelfSup:	Scripts
• Train

Launch	multiple	jobs	on	a	single	machine

tools/dist_train.sh



OpenSelfSup:	Scripts
• Evaluation

VOC07	Linear	SVM	&	Low-shot	Linear	SVM

ImageNet /	Places205	Linear	Classification



OpenSelfSup:	Scripts
• Evaluation
ImageNet Semi-Supervised	Classification

VOC07+12	/	COCO17	Object	Detection



Benchmarks

• Refer	to	MODEL_ZOO.md



Tools



OpenSelfSup:	Configs

configs/selfsup/ configs/benchmarks/ configs/classification/



BYOL:	a	Practice



Thank	You!


